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#### Abstract

A covariance matrix must be positive definite to be proper and useful. Essentially, one desires a sufficient number of digits to avoid unintended loss of information while also using few enough digits to be reasonably convenient. Certain data transmission formats require an elemental reduction in the number of significant figures. Sometimes this reduction can cause an otherwise positive definite covariance matrix to appear semi-definite or indefinite. A multitude of high fidelity, self- and other-generated, positive definite, covariance matrices are examined by reducing the number of significant digits while retesting for positive definiteness and suitability for estimating collision probability metrics. Four individual reduction techniques are studied: rounding all elements, rounding up all elements, truncating all elements, and rounding up all diagonal elements while truncating all off-diagonal elements. Results indicate that, for most cases, at least six significant figures are required.


## I. INTRODUCTION

A covariance matrix must be positive-definite to be proper and useful for such things as collision probability calculations, searching for a specific satellite, determining the frequency of orbit updates, track correlation, assessing sensor contributions, etc. For the purposes of this study, a covariance matrix is a symmetric matrix whose element in the $\langle\mathrm{i}, \mathrm{j}>$ position is the covariance between the $\mathrm{i}^{\text {th }}$ and $\mathrm{j}^{\text {th }}$ elements of a random vector. It is not the version represented in sigmacorrelation form where the off-diagonals are simply the cross-correlation coefficients.

A symmetric matrix is said to be positive definite if all its eigenvalues are strictly positive ${ }^{1}$. Whether it be a $3 \times 3$ position covariance matrix, a $6 \times 6$ position/velocity covariance matrix, or even a higher-ordered matrix containing additional information regarding time and/or drag and/or other pertinent parameters, an indefinite or semi-definite or negative definite matrix will not yield meaningful results for collision probability or other calculations. This is especially noticeable in visualizing a $3 \times 3$ non-positive definite (NPD) positional covariance matrix because it will create a degenerate quadric surface ${ }^{2}$ rather than an ellipsoid.

A covariance is a measure of the joint variability of two random variables, providing a measure of the strength of the correlation between the two ${ }^{3}$. If two variables are correlated, then their covariance will be nonzero with the magnitude of the correlation coefficient revealing the strength of the relationship. An $n x n$ covariance matrix $C$ is said to be positive definite if $y^{T} C y>0$ for all non-zero $y$ in $\mathbb{R}^{n}$. A straightforward test involves determining $C$ 's eigenvalues; if they are real and positive then the matrix is positive definite ${ }^{4}$.

Typically, an orbit determination system that determines state vector uncertainties will be selfconsistent. That is to say, the covariance matrix will be positive definite, containing the same number of significant figures as the states it represents as determined by the computing device. However, certain data transmission formats require an elemental reduction in the number of significant figures, sometimes causing the abbreviated covariance matrix to become semidefinite or indefinite. Sometimes this reduction in significant figures is caused by a reluctance on the part of the message sender to share many significant figures rather than any data transmission format constraint. As well, certain covariance interpolation and/or state transformation techniques can also yield non-positive definite matrices.

It should be noted that positive definiteness is necessary but not sufficient to properly represent uncertainty. A positive-definite covariance matrix can yield improper intermediate eigenvalues and eigenvectors if inappropriate interpolation and/or state transformation techniques are used. Interpolation of individual covariance matrix elements (e.g. using a simple polynomial interpolation) can fail to capture the orbital interdependency between elements and may lead to distortion. Interpolation should be done using rigorous numerical techniques ${ }^{56,7}$. It is also advantageous to use an orbit-relative reference frame with sufficiently small step size to minimize covariance elemental rates of change.

The Space Data Center ${ }^{8}$ (SDC) occasionally receives Conjunction Data Messages ${ }^{9}$ (CDMs) that have NPD covariances, thus preventing a meaningful collision
probability ( $P C$ ) calculation. There are useful methods available to remediate such occurrences ${ }^{6}$.

This paper examines the effects of four individual reduction techniques and their influence on positive definiteness: rounding all elements, rounding up all elements, truncating all elements, and rounding up all diagonal elements while truncating all off-diagonal elements. Covariance matrices that do not remain positive definite are also examined by 'repairing' them using the Eigenvalue Clipping Method detailed in Reference 6. Likewise (and perhaps more importantly), the number of significant digits required to perform Pc calculations for safety of flight purposes is examined.

## II. SIGNIFICANT FIGURES (DIGITS)

Significant figures indicate the certainty of a measurement or calculation. These are the digits in a value that are known with some degree of confidence. As their number increases, the more certain the calculation becomes. The more precise a measurement, the greater the number of significant figures. There are conventions for expressing numbers so that their significant figures are properly indicated ${ }^{10}$ :

- All non-zero digits are significant
- Zeros between non zero digits are significant
- Zeros to the left of the first non-zero digit are not significant
- Trailing zeros (the right most zeros) are significant when there is a decimal point in the number
- Trailing zeros are not significant in numbers without decimal points
- Exact numbers have an infinite number of significant digits but they are generally not reported
- Defined numbers also have an infinite number of significant digits

When a value contains more significant figures than needed, it can be reduced. There are several commonly used methods for this reduction.
(1) Method 1 involves simple rounding. The last digit you wish to keep is left the same if the next digit is less than 5 , and is increased by 1 if the next digit is 5 or more (henceforth referred to as 'rounding'),
(2) Method 2 involves rounding up all elements. The last digit you wish to keep is left the same if the following digits are all 0 , and is increased by 1 otherwise (subsequently referred to as 'rounding up'),
(3) Method 3 involves truncating all elements. The last digit you wish to keep is simply left unchanged (hereafter referred to as 'truncation'),
(4) Method 4 is a hybrid approach that rounds up the variances (diagonal elements) and truncates the
covariances (off-diagonal elements). This will be referred to as the 'hybrid approach.'
For the purposes of this work, the above methods will be used when a value is positive. For a negative value, these methods will be applied to the absolute value and the result will be given a negative sign. This means that rounding up causes a value to become further away from zero and rounding down (truncating) causes a value to become closer to zero.

The effect of the four methods when applied to each and every element $c_{i, j}$ in a $3 \times 3$ position covariance matrix $C$ is then examined. Once a reduction method is applied to $C$ for a specified number of significant digits, nearness of the reduced matrix to the full one is determined from the Frobenius norm ${ }^{11} c_{F}$ where $\left\|c_{F}\right\|^{2}=\sum_{i, j}\left(c_{i, j}{ }^{2}\right)$. Additionally, effects of the four methods are observed regarding the $P_{c}$ calculation for linear relative motion when applied to the elements of a $2 \times 2$ covariance matrix in the encounter plane ${ }^{12}$ using both CDM and selfgenerated data.

## III. CDM ANALYSIS

Positive definiteness of covariance matrices is a "necessary but not sufficient" condition. That is, while covariances must be positive definite, the real end goal is to determine how suitable such covariances are for generating collision probability estimates. In order to determine the real-world degradation that reduced digits of precision can cause, CDMs spanning all orbit regimes over a three-year period from April 2014 to May 2017 were analysed. Each of the 975,735 CDMs represented a single conjunction, providing position and velocity vectors for both objects at time of closest approach (TCA); typically, covariance data was also included. This three-year data set contained $1,704,831$ covariance matrices, of which $1,701,091$ positional $3 \times 3$ matrices were positive definite ( $99.78 \%$ of total).

The aspect ratios $(A R)$ of the ellipsoids generated by the positive definite covariances were characterized, where $A R_{\text {max }}$ and $A R_{\text {mid }}$ are defined as the ratios of the major-to-minor axes and the mid-to-minor axes, respectively. The analysis revealed that $A R_{\text {max }}$ and $A R_{\text {mid }}$ were slightly skewed toward one. Upon further examination, some of the covariance matrices contained what appeared to be default parameters consisting only of diagonal elements each with a value of $4.07 \times 10^{15} \mathrm{~m}^{2}$. Because the off-diagonal elements were all zero, those covariance matrices will always remain positive definite during significant figure reduction and the aspect ratios will always be equal to one. Eliminating those special cases, 1,690,217 remained ( $99.36 \%$ of positive definite matrices, $99.14 \%$ of total). These remaining cases were then binned by rounding the aspect ratios to the nearest digit and determining the percent of occurrence for each bin. Partial results are shown in the 3D and 2D density
plots of Figure 1. Although a few aspect ratios with values as high as 80,000 were observed, only those with $A R_{\text {max }} \leq 60$ and $A R_{\text {mid }} \leq 5$ are displayed for ease of viewing. These 290 bins contain the highest concentration of all occurrences (approximately 50\%). Beyond these limits, subsequent bins simply produced a
flat, dark, purple surface with a maximum singular bin occurrence of only $0.0969 \%$, making their visual characterization inconsequential.


Fig. 1 Binned percent of occurrence for CDM Aspect Ratios $\left(A R_{\max } \leq 60\right.$ and $\left.A R_{\text {mid }} \leq 5\right)$

This was followed by examining how each reduction method effected the positive definiteness of the $3 \times 3 C$ matrices. If the $C$ matrices remained such, the nearness of the reduced matrices to the full ones were examined using the Frobenius norm. In Figures 2-5, the graph on the left relates the number of significant figures to the percentage of CDM $3 \times 3$ covariance matrices that remained positive definite; as the number of significant figures increases, more and more $C$ matrices remain
positive definite. The graph on the right shows a composite of the relative differences of the Frobenius norms, represented as mean (in red) and one-sigma standard deviation (depicted as error bounds in blue). As the number of significant figures increases, the Frobenius norm differences decrease. Dashed lines are included to aid the viewer in following the progression; they are not meant for interpolation.


Fig. 2 Method 1 (rounding) significant figure reduction results.


Fig. 3 Method 2 (rounding up) significant figure reduction results.


Fig. 4 Method 3 (truncating) significant figure reduction results.


Fig. 5 Method 4 (hybrid approach) significant figure reduction results.

From these figures one can see that in all the methods, three or more significant figures produce good Frobenius Norm agreement, but at least five significant figures are needed to ensure the CDM covariances remain positive definite. It should be noted that only position covariances at TCA are being examined; no consideration is made regarding the effects of propagation, interpolation, or velocity uncertainties; positive definiteness of full $6 \times 6$ covariances is also of concern.

The previous figures dealt with covariance matrices that remained positive definite after reduction. Covariance matrices that did not remain positive definite were then examined separately by 'repairing' them using the Eigenvalue Clipping Method detailed in Reference 6. The analysis was repeated on those remediated matrices to produce the following figures.


Fig. 6 Method 1 (rounding) significant figure reduction results after repair.


Fig. 7 Method 2 (rounding up) significant figure reduction results after repair.


Fig. 8 Method 3 (truncating) significant figure reduction results after repair.


Fig. 9 Method 4 (hybrid approach) significant figure reduction results after repair.

For the repaired covariance matrices, it is clear that three or more significant figures are needed to produce good Frobenius Norm agreement. This is consistent with the previous results.

## IV. EFFECTS ON COLLISION PROBABILITY

 CALCULATIONThe CDM data set was then used to determine significant figure reduction effects on collision probability calculations. Reference 12 defined an operational decision making region as collision
probability ranging from $10^{-1}$ and $10^{-7}$. Based on this region, consideration was only given to the effects on probabilities greater than $10^{-7}$. A total of 729,498 CDMs ( $74.8 \%$ of total) had sufficient data to perform the calculations. Of those, only 13,187 produced probabilities greater than $10^{-7}$ ( $1.4 \%$ of total).

To simplify the calculations after reduction, the encounter plane axes were reoriented to align with the covariance ellipse major and minor axes and the miss distance vector rotated accordingly. The reoriented parameters were then directly inserted in to MATHCAD

15 using the two-dimensional collision probability equation

$$
\begin{equation*}
P_{c}=\frac{1}{2 \pi \sigma_{x} \sigma_{y}} \int_{-O B J}^{O B J} \int_{-\sqrt{O B J^{2}-x^{2}}}^{\sqrt{O B J^{2}-x^{2}}} e^{-\frac{1}{2}\left[\left(\frac{x+x m}{\sigma_{x}}\right)^{2}+\left(\frac{y+y m}{\sigma_{y}}\right)^{2}\right]} d y d x \tag{1}
\end{equation*}
$$

MATHCAD's computational tolerance was set to the smallest value that would still allow convergence of the double integral in Equation (1) where $O B J$ is the combined object radius, $x$ lies along the minor axis, $y$ lies along the major axis, $x m$ and $y m$ are the respective components of the projected miss distance, and $\sigma_{x}$ and $\sigma_{y}$ are the corresponding standard deviations. For all cases, the MATHCAD 15 tolerance was set to $10^{-9}$
thereby guaranteeing accuracy to at least nine decimal places (as opposed to nine significant figures). The following figure reflects all $13,187 \mathrm{CDMs}$; those that remained positive definite as well as those that were remediated. The relative percent error is depicted in red. Also shown in blue is the error's one-sigma standard deviation. To make the plots more readable, all plots have the error data clipped at $100 \%$.


Fig. 10 Representative case for $P_{c}>10^{-7}$ calculation error using the four methods on CDMs.

For $P_{c}$ greater than $10^{-7}$, it appears that seven or eight significant figures are required depending on allowable error.

The following figure shows the same analysis assuming a typical manoeuvre action threshold of $P_{c}$
greater than $10^{-4}$. Only 153 CDMs produced probabilities greater than $10^{-4}(0.016 \%$ of total). For those cases, it appears that only four or five significant figure are required.


Fig. 11 Representative case for $P_{c}>10^{-4}$ calculation error using the four methods on CDMs.

Because the admissible CDM data sets might be considered sparse for the previous analyses, the study was repeated using the 60,000 self-generated test cases of Reference 12 , distributed by aspect ratio to observe its effects. These cases had all parameters normalized to the encounter plane-mapped covariance ellipse's minor-axis standard-deviation of 1 . In this normalized space, the object sizes varied from $10^{-3}$ to $10^{+3}$, the miss distance varied from $10^{-4}$ to $10^{+3}$ with position ranging from $0^{0}$ to $90^{\circ}$ relative to the minor axis, and the covariance ellipse's major-axis standard-deviation varied from 1 to 500 (1
$\leq A R \leq 500$ ). Only those covariance matrices that remained positive definite were examined. The following figure shows a single representative case of relative percent error for $P_{c}>10^{-7}, A R=10$, and each object's normalized radius $O B J$ smaller than the normalized miss distance $d$. As before, the relative percent error is depicted in red and its one-sigma standard deviation is shown in blue with the error data clipped at $100 \%$.


Fig. $12 P_{c}$ error for covariances that remained positive definite ( $P_{c}>10^{-7}, O B J<=d, A R=10$ ).

A complete set of figures with $A R$ of $1,2,3,5,10,50$, and 500 can be found for all four methods in Appendix A. The appendix figures reveal that at least six significant figures are needed to ensure accurate probability calculations. For objects that have aspect ratios greater than 50, seven significant figures are required.

The following figure shows the relative percent error when including the remediated covariance matrices for $A R=10$ with object radii smaller than the miss distance for probabilities greater than $10^{-7}$. A complete set of figures can be found in Appendix B. As before, the appendix figures reveal that at least six significant figures are needed to ensure accurate probability calculations.


Fig. $13 P_{c}$ error for positive definite + remediated covariance matrices $\left(P_{c}>10^{-7}, O B J<=d, A R=10\right)$.

This analysis was again repeated based on a manoeuvre action threshold of $10^{-4}$ or greater. The following figure shows the relative percent error for all covariance matrices (remediated and those that remained positive definite) for $A R=10$ with object radii smaller
than the miss distance for probabilities greater than $10^{-4}$. A complete set of figures can be found in Appendix C. Again, the appendix figures reveal that as many as six significant figures are needed to ensure accurate probability calculations.


Fig. $14 P_{c}$ error for positive definite + remediated covariance matrices $\left(P_{c}>10^{-4}, O B J<=d, A R=10\right)$.
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## VI. CONCLUSION

A multitude of high fidelity, self- and othergenerated, positive definite covariance matrices were examined, reducing the number of significant digits while retesting for positive definiteness. Four individual
reduction techniques were studied: rounding all elements, rounding up all elements, truncating all elements, and rounding up all diagonal elements while truncating all off-diagonal elements. A determination was made that at least six significant figures are needed to maintain positive definiteness while, after remediation, only three are needed for good Frobenius Norm agreement.

Also examined were the number of significant digits required for collision probability calculation. The results show that, for higher-probability events, four or more significant figures are needed to ensure actionable, accurate probability calculations depending the aspect ratio as observed in the encounter plane. For lower probability events, at least seven significant figures are needed.
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## Appendix A

The following figures show the effects of significant figure reduction on collision probability calculations using all four methods for collision probabilities of $10^{-7}$ or greater:

1) rounding all elements,
2) rounding up all elements,
3) truncating all elements, and
4) the hybrid approach (rounds up diagonal elements and truncates off-diagonal elements)).

After the methods were applied, only those matrices that remained positive definite were examined. Relative percent errors are depicted in red. The error's one-sigma standard deviation is shown in blue. To make the plots more readable, all plots have the error data clipped at $100 \%$.


Fig. A1 Collision-probability calculation error using the four methods ( $O B J<=d, A R=1$ ).


Fig. A2 Collision-probability calculation error using the four methods ( $O B J<=d, A R=2$ ).


Fig. A3 Collision-probability calculation error using the four methods ( $O B J<=d, A R=3$ ).


Fig. A4 Collision-probability calculation error using the four methods ( $O B J<=d, A R=5$ ).


Fig. A5 Collision-probability calculation error using the four methods ( $O B J<=d, A R=10$ ).


Fig. A6 Collision-probability calculation error using the four methods ( $O B J<=d, A R=50$ ).


Fig. A7 Collision-probability calculation error using the four methods (OBJ $<=d, A R=500$ ).


Fig. A8 Collision-probability calculation error using the four methods ( $O B J>d, A R=1$ ).


Fig. A9 Collision-probability calculation error using the four methods (OBJ>d, $A R=2$ ).


Fig. A10 Collision-probability calculation error using the four methods ( $O B J>d, A R=3$ ).


Fig. A11 Collision-probability calculation error using the four methods ( $O B J>d, A R=5$ ).


Fig. A12 Collision-probability calculation error using the four methods (OBJ>d, $A R=10$ ).


Fig. A13 Collision-probability calculation error using the four methods (OBJ>d, AR=50).


Fig. A14 Collision-probability calculation error using the four methods (OBJ>d, $A R=500$ ).

## Appendix B

The following figures show the effects of significant figure reduction on collision probability calculations using all four methods for collision probabilities of $10^{-7}$ or greater:

1) rounding all elements,
2) rounding up all elements,
3) truncating all elements, and
4) the hybrid approach (rounds up diagonal elements and truncates off-diagonal elements)).

After the methods were applied, the matrices that were no longer positive definite were remediated using the Eigenvalue Clipping Method. Relative percent errors of all covariance matrices (remediated and those that remained positive definite) are depicted in red. The error's one-sigma standard deviation is shown in blue. To make the plots more readable, all plots have the error data clipped at $100 \%$.


Fig. 1 Collision-probability calculation error using the four methods ( $O B J<=d, A R=1$ ).


Fig. 2 Collision-probability calculation error using the four methods ( $O B J<=d, A R=2$ ).


Fig. 3 Collision-probability calculation error using the four methods ( $O B J<=d, A R=3$ ).


Fig. 4 Collision-probability calculation error using the four methods ( $O B J<=d, A R=5$ ).


Fig. 5 Collision-probability calculation error using the four methods ( $O B J<=d, A R=10$ ).


Fig. 6 Collision-probability calculation error using the four methods ( $O B J<=d, A R=50$ ).


Fig. 7 Collision-probability calculation error using the four methods ( $O B J<=d, A R=500$ ).


Fig. 8 Collision-probability calculation error using the four methods ( $O B J>d, A R=1$ ).


Fig. 9 Collision-probability calculation error using the four methods ( $O B J>d, A R=2$ ).


Fig. 10 Collision-probability calculation error using the four methods ( $O B J>d, A R=3$ ).


Fig. 11 Collision-probability calculation error using the four methods (OBJ>d, $A R=5$ ).


Fig. 12 Collision-probability calculation error using the four methods ( $O B J>d, A R=10$ ).


Fig. 13 Collision-probability calculation error using the four methods (OBJ>d, $A R=50$ ).


Fig. 14 Collision-probability calculation error using the four methods ( $O B J>d, A R=500$ ).

## Appendix C

The following figures show the effects of significant figure reduction on collision probability calculations using all four methods for collision probabilities of $10^{-4}$ or greater:

1) rounding all elements,
2) rounding up all elements,
3) truncating all elements, and
4) the hybrid approach (rounds up diagonal elements and truncates off-diagonal elements)).

After the methods were applied, the matrices that were no longer positive definite were remediated using the Eigenvalue Clipping Method. Relative percent errors of all covariance matrices (remediated and those that remained positive definite) are depicted in red. The error's one-sigma standard deviation is shown in blue. To make the plots more readable, all plots have the error data clipped at $100 \%$.


Fig. C1 Collision-probability calculation error using the four methods ( $O B J<=d, A R=1$ ).


Fig. C2 Collision-probability calculation error using the four methods ( $O B J<=d, A R=2$ ).


Fig. C3 Collision-probability calculation error using the four methods (OBJ<=d, $A R=3$ ).


Fig. C4 Collision-probability calculation error using the four methods ( $O B J<=d, A R=5$ ).


Fig. C5 Collision-probability calculation error using the four methods ( $O B J<=d, A R=10$ ).


Fig. C6 Collision-probability calculation error using the four methods ( $O B J<=d, A R=50$ ).


Fig. C7 Collision-probability calculation error using the four methods ( $O B J<=d, A R=500$ ).


Fig. C8 Collision-probability calculation error using the four methods ( $O B J>d, A R=1$ ).


Fig. C9 Collision-probability calculation error using the four methods ( $O B J>d, A R=2$ ).


Fig. C10 Collision-probability calculation error using the four methods ( $O B J>d, A R=3$ ).


Fig. C11 Collision-probability calculation error using the four methods ( $O B J>d, A R=5$ ).


Fig. C12 Collision-probability calculation error using the four methods (OBJ>d, $A R=10$ ).


Fig. C13 Collision-probability calculation error using the four methods (OBJ>d, $A R=50$ ).


Fig. C14 Collision-probability calculation error using the four methods ( $O B J>d, A R=500$ ).
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